Young Defence Scientists Programme

YDSP

/(%,()———~ DSTA

Defence Science &
Technology Agency

Y e e e -

O

HEAR ME OUT (& THINK): MAESTRO,

A MULTIMODAL AGENTIC MODEL WITH
EFFICIENT, SYNERGISTIC TEXT-REASONING e e Adrie T
OPTIMISATION FRAM Ewo RK [DSO National Laboratories)

Members:
Felicia Tan Ee Shan, Low Li Ying Amy
[Raffles Institution)

INTRODUCTION CURRENT VLMs

Specific Use-Case:
Hateful Video Classification

Vision Encoder

_ Language
‘ )) Fusion _) _)Response

. . Video Audio Text Encoder
500 hours of videos/min u
s sers [ g e s
. Demands Inference Reasoning | Exhaustive frame-  Use of Q-formers ~“Peree 2treams - Negieel e Static Reasoning Fipeline
by-fr ame CH‘IG’YSIS / transformers T TR _. USER: Is this video hateful? Explain why or why not

Video-LLaMA 93 : Based on the video descriptions, it is not
clear whether the video is hateful or not. However, the
video shows a large crowd of people at an airport, and
some of them appear to be excited or happy. The video
also shows a person with a phone, which could be a

2.Multimodal Reasoning T -
: Achieving fine-grained understanding in VLM : A
3. Temporal Understanding often necessitates processing a vost number of  19S0 fvadio

video frames, leading to high computational

4.Ad apta bili ty costs that scale significantly with input length

o Wy sign of annoyance or frustration
‘EnT . J Y

METHODOLOGY

Transcript Chunking — Unified Modality Alignment — Global-Local Reasoning Loop

Idea-frame pairs, P = {(¢y, Fa¢. ), ..., (€x, F .
P {( 1 M,) ( k Mk)} Input Audio Batch :
g A C3 Cn
Cut & . cy
Merge ) rﬂ\
4 LR L -
Video Frames N | = =
LI‘fIdED f'mmes, Fys ]., For o fal - . . ses Generate Answer
Fae, = U far i fn} ¥es the video is hateful. In Chunk 2 the man makes
& hateful comment towands how girs in Chunk 1
Mo, let's hear from this matiﬂg the word mone dangercus
maam 'f-l”' '.hr\ 1.1|rrm] 1,1!,'l":f [ i |

3 s / Speech ‘““x\_ _.:f"__ J
Voice Aﬂl'ﬂf}f et *—‘ 5 - Semantic Chunlks
*Mow, let’s hear from this *| was at work *and | said, um, "And then the guy *And then he was Detection (VAD) et b

Semantic Chunks | o With this stirring story, and a customer sir, actually it's a who said it actually sentenced to death. T, I EINRE KUME s ¥ sy V00 9, Self-Reflect
; ¢ - i - - ¥ ¥ ﬂ In * 1
am with this tiing s o st cubly b R ach otk s to 305 Churik 2 "The w::qw there i r T qa...n;;‘?no-.uh ..-p'l"”'"mr- Retrieve Information
— Round T Calis Despface —

MLP Layer Frame-level captions, Man talking while gesturing

hlickle. aged Man = ANgry Exprettion - T and Crunk 2
o ks [ e |
Policeman amesting 3 woman -  LEEDTALE

8
;

= -.. = -.. _ - e Fase - e Eoks
v gl TR ey
| IVer

I

| assificatio Threshold = 0.65 | faudio € R5¥2 _ ) ,

| 00:03 I After information retrieval, the current state, Ht, is updated with new observations

I <1 = = i : I and iteratively refined, ensuring the model adapts its reasoning to the specific task.

2  lpen M 512 . .

| | fvideo € R After each update, the system re-evaluates the confidence score (ct) to determine

: BERT : whether the model is ready to classify the video (Action 1) or if further context is

| e B el B & I s (] i ;‘;’;ﬁf fet p needed, thus continuing the cycle of state updates (Action 2)

Conv2D Conv2D E{ E{ Ej ... E}

l I : 1 2 3

| as) (W -- fosh (e (w W | Merge Conv2D Ef |1 ' A g e n t,. 3 TOO’S ChatGP T'3.5

l | Ammior.r[qure fondio € RS12 E; 1

l 5 « N i * [ . . P . ¥ - - l Ll E::I 1

peaker 1: "Now, let's hear from this ma‘am with this stirring story, which I'm sure is true. 1 ol :

Transcript, | Speaker 2: “I was at work and a customer called me, sir, and | said, um, sir, actually it's a ma'am, | LA L f ' YOLO LLaVAOneVision VldQODeepFace
T = {t,t3, ... ts} And then the guy who said it actually got arrested” l En 1

Speaker 1: “And then he was sentenced to death. Yeah, I'm sure” Object & Symbol Detection Action Recognition Race, Age, Gender, Emotion

* Accurate Descriptions

e Unified 512D

e 5pace * Weak Reasening %
= : P :
Video Speech Audio MAESTRO-CLAP (Non-Speech Audio)
mage adapted from LLaVA-OneVision (Liet.al) | anguage Response Xa/’/’ ’ Voice Activity Detection (VAD) Forced Phoneme Alignment 2 Audio Encoders 2 layer MLP
B A e Acoustic Features Binary Labels » CNN-based audio classification model o o — )
[ Qwen-2 f¢ } fH: A= {-‘11; . ) aT} -y = ‘[y]_: . ) yT} PANN . ?dnwnlsurnplingund?upaumplingﬂﬁl:ckg e x: Y : .. '
S = = 7 Speech * Penultimate layer: Zpynn € R .. | W "I‘__.--:' \V2 1".____.* ' | o
NO O AAA v € (0 AR | clen HTSAT -somromememmamnens | 20 /@ |
[ e H fH Dynamic Time Warping l o s € e -
[ SoLir qu' Z, ‘ q _ Aligns phonemes Contrastive Loss RelLU activation
va,VJdeo X, Language Instruction N T emporally S f
b ———————— - eE———— 1 exp(fl g« fikL . /7) non-speech
: An ! — Z‘?’r_l{og audio Ztext / _
SlgLIP Vision Encoder Qwen-2 i'.l . ‘ \ Min-Cut Strateg)' Nel'ghbour Mer ging v E?;l P (faudio” fext /7) MLP (z . ) | € R512
offers various model size and exhibits 0 o~ | 7T A \\\V% Overly | ¢ Overly sh non-speech \“non-speech/» non-speech
e strong language capabilities to date among | p, S ;‘:; :hﬂng':teg:‘ler Is verly short segments
—l I : : . in ¥ I e point of minimum _
Py oy 3 publily avallable checkpaints " Distance Matrix P Velcs axctivation score Below T = | Aypain|

Word boundaries derived fromtstare andlend  Maintains Temporal Consistency

o fey ] s |y Iy T
o b LT Tl LT (G
p Image —I_;. I Ty | T | Ty Iy T

> hy by | by'Ty | Ty I T

Projected into unified space

Output, f output € R°"

RESULTS

Video Model Modality MSRVTT-QA MSVD-QA ActivityNet-QA Multiclass (Zero-shot)
Binary
Model Acc M-F1 F1(0) R(O) P(0) QueST v 34.6 34.6 ) Model Acc M-F1 F1(0) R(O) P(O)
ClipBERT v 374 - -
mBERT 0.57 0.57 0.52 0.42 0.68 JustAsk vV 41.5 46.3 38.9 ZAC 0.21 0.23 0.20 0.26 0.33
GPT-4 0.81 0.79 0.73 0.69 0.78 GIT \' 42.7 55.1 - LAION-CLAP 0.32 0.28 0.30 0.34 031
Qwen 0.72 0.71 0.65 0.57 0.75 MERLOT ¥ 43.1 - 41.4 MAESTRO-CLAP (Ours) 0.82 0.89 0.84 0.92 0.90
MFCC 0.54 0.50 0.36 0.33 0.40 Audi Singularity v 43.5 - 43.1
Wav2Vec 0.53 0.48 0.64 0.50 0.90 N Clover \/ 43.9 51.9 . | ,
ViViT 0.73 0.73 0.68 0.57 0.86 Male Speaker : “Pay close attention. Notice a trend here?" _ VideoChat \'% 45.0 56.3 26.5 W zic B LAION-CLA
Vit 0.63 0.58 0.44 0.46 0.45 Female Speaker : “You're just mad because trans girls don't want to put trash like you in our designer bag. And we're ERASCIIEY v 49.3 64.9 352 B MAESTRO-CLAP (Ours)
VLM 0.70 0.64 0.48 0.59 0.41 probably, most likely a better candidate of, uh, dating than like, you know, your average bish.” VALOR VA 46.7 56.4 448 ' L
TN e gl e i 07 I e . . e FrozenBiLM v 47.0 54.8 432 Strong Zero-Shot Abilities
- 0.81 0.79 0.73 0.72 i ; . biological wormen who identify as men, doing shenanigans like this? | Acc
Qwen-VL 0.62 0.61 0.56 0.46 0.72 guess that male misogyny transcends even after you now identify as a female.” Valley v 45.7 65.4 42.9 100
: ' ' ' ' Video-LLaMA V.A 29.6 51.6 12.4 Suited for performance in the wild
TloAlo Vi 0.75 0.74 0.67 0.61 0.77 _ . PandaGPT VA 25 5 21 145 80
uAESTRO(Ow) 096 o3 __ass __omr o s ¥ B - |
: : : : : ) LLaVA-OneVision-7B ' 498 51.7 56.6 60
MacawLLM V,A 255 42.1 14.5 PO} ’ ‘
p M-F1
. n Segment 7, the male speaker S0 : MAESTRO (Ours) VA 82.0 86.9 87.2
AC h eves SOT A by - ] 5% :nget.:iiw:vhifs gr’r.l‘i an: dusm:nrm!ef: :n?frpﬁpﬁEﬁ,hgemﬁ.;ﬂaf;;?ﬁ; NOT HATEFUL The characters are
— ogainst them by calling them “trash.” video shows a variety of people and depicted in a playful manner, with
Ei St ik : s objects in r;"u',l‘]‘;'renr sfrugrrons. such as a l‘-‘;:gggf;:fﬂ facial expressions and body
. . . e rans n:.rm;: 4 |'secr4fl;1ﬂ;::esi‘a E;:rsmhe::; i SN AT AR T S ’ i o o o
Correct Reasoning Localisation Ability i oy g rroiar 9 0. Achieves SOTA by 32.2%, 21.5%, 30.6%
and are influenced by "male misogyny.”
Accurate Description Correct Label lobe st @ Tatel: Hallucinations Incorrect Reasoning . :
P | | .| Advances general multimodal understanding of VLMs

R(O) F1(0)




